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ABSTRACT 
 

In literature, when missing values are observed in a series, emphasis has always been on obtaining 
the estimates of the missing values while little or no attention has been given to assessing the 
effects of the missing values on parameter estimates. The aim of this study therefore is to at assess 
the effect of missing values on the estimates of trend parameters and seasonal indices in 
descriptive time series analysis when trending curve is linear and the decomposition model is 
additive. Estimates of trend parameters and seasonal indices were obtained using descriptive time 
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series methods, while the performances of the estimates in the presence and absence of missing 
values are assessed using the values of summary statistics (MSE, RMSE and MAE), based on 
deviation of estimates from the actual parameters used in simulation. The results show that 
estimates of the trend parameter, error mean and standard deviation appear not to be affected 
when the number of missing values is less than ten. Estimates of seasonal indices also seem to be 
affected only slightly. For ten or more missing values, the summary statistics are only slightly higher 
especially when the missing follow consecutives. Specifically, the study found that trend 
parameters, error mean and error standard deviation used in simulation are recovered better than 
seasonal indices. It has therefore been recommended that when using the descriptive time series 
methods to obtain estimates of trend parameters and seasonal indices in presence of missing 
values there is no need to obtain estimates of the missing values first. 
 

 
Keywords: Trend parameters; seasonal indices; consecutive; separated; accuracy measures. 
 

1. INTRODUCTION 
 
In time series analysis, data is required to be 
complete, made sequentially in time and equally 
spaced. In other words, it makes no provision for 
missing observations. However, in real life 
missing values are unavoidable for some 
reasons. Most time series data such as financial 
time series does not require the data to have 
missing observations over a long period of time. 
This is because the statistical properties of the 
series are preserved by its sequence using such 
a complete data. Schmitt et al., (2015) confirmed 
that missing data does not only affect properties 
of statistical estimations, it also introduces some 
element of ambiguity in the data analysis and 
result in misleading inferences and conclusions. 
Similarly, the correlation structure of a dataset 
may not be captured if the decision is to replace 
missing values with zeros, Kerkri et al., (2015). 
Thus, the need to address the problem of 
missing values before proceeding with the 
analysis (Sohae, 2015). Some conventional 
methods used in handling missing values include 
ignoring or deleting the missing observation, 
Arslan & Aydilek, (2013). This is in contrast to 
one of the assumptions of the Box-Jenkins 
method which entails that the series be equally 
spaced over time and that there are no lost 
values in the series Yaffee & McGee, (1999).  
Each record in time series is unique; hence, 
ignoring missing observation may result to 
having a series that is unusable for many 
purposes with truncated time series plot Tusell, 
(2005). When analyst encounter missing 
observations in time series data, one of the 
remedial measures is to replace the missing 
observation by its estimate (David, 2006 and 
Howell, 2007). Imputation of missing value is an 
enormous field of study, where a lot of research 
has already been conducted. Popular techniques 
include the works of Rubin, (1987), Dempster, 

Laird, Rubin, (1977) and Vacek & Ashikaga, 
(1980) on Multiple Imputation, Expectation-
Maximization and Nearest Neighbor respectively. 
However, different methods of missing values 
imputation have been observed to give 
inconsistent estimates. This led to the 
comparison of estimates using different summary 
statistics by Iwueze et al., (2018). Adejumo et al., 
(2021) used similar summary statistics to 
compare different imputation methods on 
estimates of missing values. The study observed 
that the Kalman filter algorithm (KAL) produced 
the best missing value estimates. However, the 
KAL involves complex computational algorithm, a 
major limitation to the use of the method. In other 
to generalize on the best method of estimating 
missing values, Afkanpour et al., (2024) carried 
out a review on various imputation methods in 
the healthcare field. The study classified the 
missing value imputation methods into; 
conventional statistical, machine learning, deep 
learning, and   applied hybrid imputation 
methods. The study found that greater 
percentage of researcher use the conventional 
statistical methods followed by machine learning 
methods of missing values imputation. From the 
foregoing, most studies have concentrated 
efforts on obtaining the estimates of missing 
values without considering the effects of the 
missing values on the estimates of the 
parameters of the models. This study is therefore 
aimed at assessing the effect of missing values 
on the estimates of trend parameters and 
seasonal indices in descriptive time series, when 
trending curve is linear and decomposition 
method is additive. 
 

2. MATERIALS AND METHODS 
 
The traditional method of time series (also known 
as the descriptive time series analysis) is 
adopted for the decomposition of the observed 
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series. The models are commonly used for the 
decomposition are: 
 

The Additive model,  
 

, 1, 2,...,
t t t t t

X T S C e t n= + + + =
   

(2.1)
 

 

the Multiplicative model, 
 

, 1, 2,...,
t t t t t

X T S C e t n=    =
       

(2.2)
 

 
and the Mixed Model.  
 

, 1, 2,...,
t t t t t

X T S C e t n=   + =     
(2.3)

 

 

where for time t , 
t

T  is the trend,  
t

S  is the 

seasonal effect, 
t

C  is cyclical and
t

e  is irregular 

or error term. According to Chatfield (2004) the 
cyclical component is superimposed into the 
trend when a short period of time is involved, 
when this happens, the trend-cycle component is 

given by 
t

M . This adjustment reduces 

equations (2.1) – (2.3) to; 
 

The Additive,  
 

, 1, 2,...,
t t t t

X M S e t n= + + =
       

(2.4)
 

 
the Multiplicative model, 
 

, 1, 2,...,
t t t t

X M S e t n=   =
       

(2.5)
 

 

and the Mixed Model.  
 

, 1, 2,...,
t t t t

X M S e t n=  + =
       

(2.6)
 

 

where,  
 

t
M a bt= + is the trending curve, a and b are 

the trend parameters, 
j

S is the seasonal indices 

and 
t

e is the error. 

 

This study is limited to the model given in 
equation (2.4) with following assumptions, 
 

(a) The irregular component 
t

e is normal 

with mean zero and constant variance, 
that is,  

 

( )2
0,

t
e N 

         
(2.7)

 

(b) The seasonal effect, when it exists, has 

periods; it repeats after s time periods. 
That is,  

 

t s t
S S

+
= , for all t           (2.8) 

 
subject to;  
 

1

0
s

t j

j

S
+

=

=
         

(2.8)
 

 

The estimates seasonal indices ( ˆ
j

S ) in Equation 

(2.9) were calculated by subtracting the overall 
average of the detrended time series from the 
seasonal averages; Box et al., (2016).  
 

( )
1

1 m

j ij ij

i

S X T
m =

= −
            

(2.9)
 

 

where, i  is the period, j  represent the season 

and m  is the number of observations for             

that season. The seasonal index in Equation 
(3.0) is adjusted to meet the condition in 
Equation (2.8). 
 

ˆ
j

S =  Adjusted ( )j
S                   (2.10) 

 
In traditional method of decomposition, the trend 

component 
t

M in the observed series is first 

identified and isolated either by subtraction for 
Equation (2.4). The de-trended series is obtained 

as ˆ
t t

X M− for Equation (2.4). From the 

detrended series, the seasonal component is 
estimated and isolated by estimating the average 
of the de-trended series at each season. The de-
trended, de-seasonalized series is obtained as 

ˆˆ
t t t

X M S− − for Equation (2.4). This gives the 

irregular component which may or may not be 
random is left.  

 
3. PARAMETER ESTIMATION 
 
According to Agung et al., (2020), the estimates 
of trend parameters is given by, 

 

( ) ( )

( )

1 1

2

1

ˆ

n n

i i

i i

n

i

i

t t x x

b

t t

= =

=

− −

=

−

 


        

(3.1)

 



 
 
 
 

Kiwu et al.; Arch. Curr. Res. Int., vol. 25, no. 4, pp. 120-131, 2025; Article no.ACRI.126836 
 
 

 
123 

 

1 1

1 1ˆˆ
n n

i i

i i

a x b t
n n= =

 
= −  

 
 

        

(3.2) 

 

4. ACCURACY MEASURE ASSESSMENT 
 

The effect of missing values on the model 
parameters will be assessed using the accuracy 
measures. The accuracy measures; Mean 
square error (MSE), Root Mean Square Error 
(RMSE) and Mean Absolute Error (MAE) are 
based on deviation of the parameter estimates 

from the parameters. When  denotes the 

parameters used in simulation while ̂  denotes 

the corresponding estimates in the presence of 
the missing values. That is, 
 

ˆê  = −
          

(3.3)
 

 

where, 
 

 1 2 3 4 5 6 7 8 9 10 11 12
' , , , , , , , , , , , , , , ,

e e
a b s s s s s s s s s s s s  =

 and 
 

1 2 3 4 5 6 7 8 9 10 11 12
ˆˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ' , , , , , , , , , , , , , , ,

e e
a b s s s s s s s s s s s s   =
 

 

The accuracy measures are defined as: 
 

2

1

1 k

i

i

MSE e
k =

= 
                                 

(3.4) 

 

2

1

1 k

i

i

RMSE e
k =

= 
        

(3.5) 

 

1

1 k

i

i

MAE e
k =

 
=  
 


                     
(3.6) 

 

1, 2,...,i k= ; t is the number of parameters 
 

5. EMPIRICAL RESULTS  
 

The empirical examples for this study consist of 
100 series of 120 observations each simulated 

from the Additive Model: 
t t j t

X M S e= + +  with 

t
M a bt= + , 1.0a =  and 2.0b = , 

t
e  (the error 

component) assumed, ( )0,1
t

e N  and 

seasonal indices, , 1, 2,...,12
j

S j =  shown in 

Table 1. The simulations were done with Minitab 
Statistical Software, Version 20. For want of 
space, results for only six series, one each for 
none, one, two, five, ten and fifteen, missing 
values are shown in Table 2 through 4, while the 
corresponding graphs are shown in Figs. 1 
through 6. 
 

As Fig. 1 shows, the plot is the normal plot of a 
series without missing value moving in an 
upward direction in a linear form. Fig. 2 is the 
time plot of series moving upward in a linear form 
but with a missing value at position 3. 
 

Figs. 3(a) and (b) are the time plots of series 
moving upward in a linear form but with two 
missing values at consecutive and separated 
positions respectively. 
 

Similarly, Figs. 4(a) and (b) show the time plots 
of series with five missing values at consecutive 
and separated positions respectively. The time 
plots for series with ten missing values at 
consecutive and separated positions respectively 
are shown in Figs. 5(a) and (b).  
 

Furthermore, Figs. 6(a) and (b) are the time plots 
of series with fifteen consecutive and separated 
missing values. 
 

Furthermore, Figs. 6(a) and (b) are the time plots 
of series with fifteen missing values at 
consecutive and separated positions 
respectively. In all the plots, the shape of the 
plots remained the same but with gabs in the 
position of the missing values. 
 

6. ESTIMATES OF TREND PARAMETERS 
AND SEASONAL INDICES  

 

Table 2 presents the estimate of trend 
parameters and seasonal indices for series with 
no missing value and series with one missing 
value at different positions. Estimates of trend 
parameters are derived using Equations (2.7) 
and (2.8), while estimates of seasonal indices 

are derived using Equation (3.0). The errors ( )ê , 

that is, the difference between the actual value 
and estimated values of the parameters and 
summary statistics for the series are also shown 
in Table 2. 

 

Table 1. The seasonal indices for the simulated series 
 

j
 

1 2 3 4 5 6 7 8 9 10 11 12 

j
S

 
-1.5 2.5 3.5 -4.5 -1.5 2.5 3.5 -4.5 -1.5 2.5 3.5 -4.5 
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Fig. 1. Time plot of simulated series without missing value 
 

Fig. 2. Time plot of simulated series with one missing value at position 3 
 

  
 

Fig. 3(a). Time plot of simulated series with two consecutive missing 
values 

 
Fig. 3(b). Time plot of simulated series with two separated missing 

values 
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Fig. 4(a). Time plot of simulated series with five consecutive missing 
values 

 

Fig. 4(b). Time plot of simulated series with five separated missing 
values 

 

  
 

Fig. 5(a). Time plot of simulated series with ten consecutive missing 
values 

 

Fig. 5(b). Time plot of simulated series with ten separated missing 
values   
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Fig. 6(a). Time plot of simulated series with fifteen consecutive 
missing values 

 
Fig. 6(b). Time plot of simulated series with fifteen separated missing 

values 
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Table 2. Estimates of trend parameter and seasonal indices for series with no/one missing value at different Position in the data 
 

Position/location of one missing value 

 NONE 1 2 5 10 20 50 100 120  

Parameter Actual

( )
 

Eat, 

( )̂
 

Error 

( )e
 

Eat, 

( )̂
 

Error 

( )e
 

Eat, 

( )̂
 

Error 

( )e
 

Eat, 

( )̂
 

Error 

( )e
 

Eat, 

( )̂
 

Error 

( )e
 

Eat, 

( )̂
 

Error 

( )e
 

Eat, 

( )̂
 

Error 

( )e
 

Eat,

( )̂
 

Error 

( )e
 

Eat,

( )̂
 

Error 

( )e
 

error
 

Range 

a  
1 1.09 -0.09 1.06 -0.06 1.10 -0.10 1.07 -0.07 1.10 -0.10 1.08 -0.08 1.11 -0.11 1.10 -0.10 1.08 -0.08 0.06 - 0.11 

b  
2 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 0 

1
S

 

-1.5 -2.04 0.54 -2.04 0.54 -2.04 0.54 -2.03 0.53 -2.07 0.57 -2.05 0.55 -2.08 0.58 -1.96 0.46 -2.04 0.54 0.46 - 0.58 

2
S

 

2.5 2.68 -0.18 2.68 -0.18 2.68 -0.18 2.69 -0.19 2.65 -0.15 2.70 -0.20 2.87 -0.37 2.70 -0.20 2.68 -0.18 0.15 - 0.37 

3
S

 

3.5 4.16 -0.66 4.16 -0.66 4.16 -0.66 4.18 -0.68 4.13 -0.63 4.18 -0.68 4.12 -0.62 4.24 -0.74 4.16 -0.66 0.62 - 0.76 

4
S

 

-4.5 -5.06 0.56 -5.06 0.56 -5.06 0.56 -5.05 0.55 -5.09 0.59 -5.04 0.54 -5.10 0.60 -5.11 0.61 -5.06 0.56 0.54 - 0.61 

5
S

 

-1.5 -1.02 -0.48 -1.02 -0.48 -1.02 -0.48 -1.01 -0.49 -1.05 -0.45 -0.81 -0.69 -1.06 -0.44 -0.94 -0.56 -1.02 -0.48 0.44 - 0.69 

6
S

 

2.5 2.55 -0.05 2.55 -0.05 2.55 -0.05 2.56 -0.06 2.52 -0.02 2.57 -0.06 2.51 -0.01 2.63 -0.13 2.55 -0.05 0.01 - 0.13 

7
S

 

3.5 3.61 -0.11 3.61 -0.11 3.61 -0.11 3.62 -0.12 3.58 -0.08 3.63 -0.13 3.20 0.30 3.32 0.18 3.61 -0.11 0.08 - 0.3 

8
S

 

-4.5 -4.18 -0.32 -4.18 -0.32 -4.18 -0.32 -4.16 -0.34 -4.21 -0.30 -4.52 0.02 -4.22 -0.28 -4.47 -0.03 -4.18 -0.32 0.02 - 0.34 

9
S

 

-1.5 -1.58 0.08 -1.58 0.08 -1.58 0.08 -1.57 0.07 -1.39 -0.11 -1.56 0.06 -1.40 -0.10 -1.50 0.00 -1.58 0.08 0 - 0.11 

10
S

 

2.5 2.59 -0.09 2.59 -0.09 2.59 -0.09 2.46 0.04 2.69 -0.19 2.61 -0.11 2.96 -0.46 2.65 -0.15 2.59 -0.09 0.04 - 0.46 

11
S

 

3.5 3.38 0.13 3.38 0.13 3.38 0.13 3.39 0.11 3.35 0.15 3.39 0.11 3.33 0.17 3.46 0.04 3.38 0.13 0.04 - 0.17 

12
S

 

-4.5 -5.09 0.59 -5.09 0.59 -5.09 0.59 -5.08 0.58 -5.12 0.62 -5.07 0.57 -5.13 0.63 -5.01 0.51 -5.09 0.59 0.51 - 0.63 

e


 

0 0.07 -0.07 0.07 -0.07 0.07 -0.07 0.07 -0.07 0.07 -0.07 0.07 -0.07 0.08 -0.08 0.07 -0.07 0.08 -0.08 0.07 - 0.08 

2

e


 

1 0.95 0.05 0.96 0.04 0.96 0.04 0.96 0.04 0.96 0.04 0.96 0.04 0.96 0.04 0.96 0.04 0.95 0.05 0.04 - 0.05 

MSE   0.11  0.11  0.11  0.11  0.11  0.12  0.13  0.11  0.11  
RMSE   0.33  0.33  0.33  0.33  0.33  0.34  0.36  0.33  0.33  
MAE   0.24  0.24  0.24  0.23  0.24  0.23  0.28  0.23  0.24  
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Table 3. Estimates of trend parameter and seasonal indices when the number of missing values is consecutive 
 

Number of consecutive missing values 

 Two Five Ten Fifteen  

Parameter 
Actual ( )  Eat, ( )̂  Error ( )e  Eat, ( )̂  Error ( )e  Eat, ( )̂  Error  ( )e  Eat, ( )̂  Error ( )e  error  Range 

a  
1 1.07 -0.07 1.04 -0.04 1.12 -0.12 1.11 -0.11 0.04 - 0.12 

b  
2 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 0 

1
S

 

-1.5 -2.01 0.51 -2.01 0.51 -2.34 0.84 -2.07 0.57 0.51 - 0.84 

2
S

 

2.5 2.71 -0.21 2.62 -0.12 2.69 -0.19 2.85 -0.35 0.12 - 0.35 

3
S

 

3.5 4.19 -0.69 4.25 -0.75 4.22 -0.72 4.15 -0.65 0.65 - 0.75 

4
S

 

-4.5 -5.03 0.53 -4.94 0.44 -5.13 0.63 -4.66 0.16 0.16 - 0.63 

5
S

 

-1.5 -0.99 -0.51 -0.79 -0.71 -1.04 -0.46 -0.84 -0.67 0.46 - 0.71 

6
S

 

2.5 2.58 -0.08 2.22 0.28 2.71 -0.21 3.17 -0.67 0.08 - 0.67 

7
S

 

3.5 3.27 0.23 3.83 -0.33 3.87 -0.37 3.95 -0.45 0.23 - 0.45 

8
S

 

-4.5 -4.15 -0.35 -4.63 0.13 -3.98 -0.52 -5.18 0.68 0.13 - 0.68 

9
S

 

-1.5 -1.55 0.05 -1.43 -0.07 -1.62 0.12 -1.59 0.09 0.05 - 0.12 

10
S

 

2.5 2.62 -0.12 2.56 -0.06 2.65 -0.15 2.51 -0.01 0.01 - 0.15 

11
S

 

3.5 3.41 0.09 3.41 0.09 2.97 0.53 2.88 0.62 0.09 - 0.62 

12
S

 

-4.5 -5.06 0.56 -5.09 0.59 -5.02 0.52 -5.20 0.70 0.52 - 0.7 

e


 

0 0.07 -0.07 0.05 -0.05 0.11 -0.11 0.05 -0.05 0.05 - 0.11 

2

e


 

1 0.97 0.03 0.91 0.09 0.96 0.04 0.95 0.05 0.03 - 0.09 

MSE   0.11  0.12  0.17  0.20  
RMSE   0.33  0.35  0.42  0.45  
MAE   0.24  0.25  0.33  0.35  
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Table 4. Estimates of trend parameter and seasonal indices when the number of missing values is separated 
 

Number of separated missing values 

 Two Five Ten Fifteen  

Parameter 
Actual ( )  Eat, ( )̂  Error ( )e  Eat, ( )̂  Error ( )e  Eat, ( )̂  Error ( )e  

Eat, 
( )̂

 

Error ( )e  error  Range 

a  
1 1.05 -0.05 1.09 -0.09 1.06 -0.06 1.12 -0.12 0.05 - 0.12 

b  
2 2.00 0.00 2.00 0.00 2.00 0.00 2.00 0.00 0 

1
S

 

-1.5 -2.04 0.54 -1.66 0.16 -1.72 0.22 -1.90 0.40 0.16 - 0.54 

2
S

 

2.5 2.68 -0.18 2.40 0.10 2.80 -0.30 2.66 -0.16 0.1 - 0.3 

3
S

 

3.5 4.16 -0.66 3.98 -0.48 4.03 -0.53 4.50 -1.00 0.48 - 1 

4
S

 

-4.5 -5.06 0.56 -4.89 0.39 -4.76 0.26 -4.59 0.09 0.09 - 0.56 

5
S

 

-1.5 -1.02 -0.48 -1.01 -0.49 -1.40 -0.10 -1.40 -0.10 0.1 - 0.46 

6
S

 

2.5 2.55 -0.05 2.56 -0.06 2.82 -0.32 2.32 0.18 0.05 - 0.32 

7
S

 

3.5 3.61 -0.11 3.78 -0.28 3.62 -0.12 2.79 0.72 0.11 - 0.72 

8
S

 

-4.5 -4.18 -0.32 -4.47 -0.03 -4.97 0.47 -4.49 -0.01 0.01 - 0.47 

9
S

 

-1.5 -1.58 0.08 -1.67 0.17 -1.58 0.08 -1.55 0.05 0.05 - 0.17 

10
S

 

2.5 2.59 -0.09 2.75 -0.25 2.58 -0.08 3.21 -0.71 0.08 - 0.71 

11
S

 

3.5 3.38 0.13 3.49 0.01 3.55 -0.05 3.39 0.11 0.01 - 0.13 

12
S

 

-4.5 -5.09 0.59 -5.27 0.77 -4.99 0.49 -4.94 0.44 0.44 - 0.77 

e


 

0 0.08 -0.08 0.05 -0.05 0.05 -0.05 0.11 -0.11 0.05 - 0.11 

2

e


 

1 0.96 0.04 0.90 0.10 0.98 0.02 0.97 0.03 0.02 - 0.1 

MSE   0.11  0.09  0.07  0.15  
RMSE   0.33  0.29  0.26  0.38  
MAE   0.24  0.20  0.19  0.25  
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The results in Table 2 show that the value of the 

slope ( )b was recovered almost perfectly well, 

while the value of the intercept ( )a  was 

recovered, but not as well as the slope ( )b . The 

value of a was recovered with absolute errors 
ranging from 0.06 to 0.11. On the other hand, the 

seasonal indices ( )j
S were recovered with 

greater absolute error. The poor recovery of the 
seasonal indices is the same for series with and 
without missing values. This is true when two or 
more missing values are located at consecutive 
or different positions in the series.  The estimate 
of trend parameters and seasonal indices for 
series with two or more missing values, the 
errors, and summary statistics are presented in 
Tables 3 and 4. Table 3 is for missing values that 
are located at consecutive positions while Table 
4 is for missing values that are located at 
separated positions. The results show that the 

value of the slope ( )b was recovered almost 

perfectly well for series in Table 3 and Table 4, 

while the value of the intercept ( )a was 

recovered but not as well as the slope ( )b . The 

intercept was recovered with absolute error 
ranging from 0.04 to 0.12 for Table 3 (when the 
missing values are located at consecutive 
position) and 0.05 to 0.12 for Table 4 (when the 
missing are separated). The seasonal indices 
were recovered with greater absolute error. 
Similarly, the poor recovery of the seasonal 
indices is the same for all number of missing 
values in both consecutive and separated 
position.  
 

7. SUMMARY AND CONCLUSION   
 

This study has investigated the effect of missing 
values on the estimates of trend parameter and 
seasonal indices on descriptive time series 
analysis. The aim is to see if it is necessary to 
first obtain estimate of the missing values before 
further analysis. The methods of descriptive time 
series analysis were used to obtain estimates of 
trend parameters and seasonal indices            
when trending curve is linear and decomposition 
model is additive. Summary statistics were used 
to compare estimates of the parameters in 
absence and presence of one or more missing 
values. 
 

The results of the analysis show that the trend 
parameters, error means and standard deviation 

are recovered almost perfectly while the 
seasonal indices are recovered less precisely. 
These implies that obtaining the estimates of the 
missing values before continuing with the 
analysis may not be necessary when dealing 
with time series data with linear trend and 
additive model. It has therefore been 
recommended that when analyzing a time series 
data with missing value using descriptive method 
it may not be necessary to obtain the estimates 
of the missing values before continuing with the 
analysis. 
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